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Where is the Life we have lost in living? Where is the wisdom we have lost in knowledge? Where is the knowledge we have lost in information?

Abstract

With the ever-increasing growth of data and information, finding the right knowledge becomes a real challenge and an urgent task. Traditional data and information retrieval systems that support the current web are no longer adequate for knowledge seeking tasks. Knowledge retrieval systems will be the next generation of retrieval system serving those purposes. Basic issues of knowledge retrieval systems are examined and a conceptual framework of such systems is proposed. Theories and Technologies such as theory of knowledge, machine learning and knowledge discovery, psychology, logic and inference, linguistics, etc. are briefly mentioned for the implementation of knowledge retrieval systems. Two applications of knowledge retrieval in rough sets and biomedical domains are presented.

1. Introduction

Although the quest for knowledge from data and information is an old problem, it is perhaps more relevant today than ever before. In the last few decades, we have seen an unprecedented growth rate of data and information. It is necessary to reconsider the question: “Where is the knowledge we have lost in information?”

The data-information-knowledge-wisdom hierarchy is used in information sciences to describe different levels of abstraction in human centered information processing. Computer systems can be designed for the management of each of them. Data Retrieval Systems (DRS), such as database management systems, are well suitable for the storage and retrieval of structured data. Information Retrieval Systems (IRS), such as web search engines, are very effective in finding the relevant documents or web pages that contain the information required by a user. What lacks in those systems is the management at the knowledge level. A user must read and analyze the relevant documents in order to extract the useful knowledge. In this paper, we propose that Knowledge Retrieval Systems (KRS) is the next generation retrieval systems for supporting knowledge discovery, organization, storage, and retrieval. Such systems will be used by advanced and expert users to tackle the challenging problem of knowledge seeking.

While the growth and evolution of the Web makes knowledge retrieval systems a necessity for supporting the future generations of the Web, the extensive results from machine learning, knowledge discovery, in particular, text mining, and knowledge based systems make the implementation of such systems feasible.

Many proposals and research efforts have been made regarding knowledge retrieval [8, 13, 17, 18, 26, 29, 34]. They cover various specific aspects and provide us insights into further development of knowledge retrieval. Those efforts suggest that it is the time to study knowledge retrieval on a grand scale.

In this paper, we argue that knowledge retrieval systems are the natural next step in the evolution of retrieval systems. Specifically, we examine the characteristics and main features of data retrieval systems, information retrieval systems
and knowledge retrieval systems. A conceptual framework of knowledge retrieval system is outlined. The main components in this framework are the discovery of knowledge, the construction of knowledge structures, and the inference of required knowledge based on the knowledge structures. One the one hand, results from existing studies are drawn for the study of knowledge retrieval. On the other hand, knowledge retrieval is studied in its own right by focusing on its unique methodologies and theories. A success of knowledge retrieval will have a great impact on future retrieval systems and future generations of the Web.

2. Data and Information Retrieval vs. Knowledge Retrieval

Knowledge retrieval systems may be considered as the next generation in the evolution of retrieval systems. Their unique features and characteristics become clear by a comparison with existing systems.

2.1 Generations of Retrieval Systems

In information and management sciences, one considers the following hierarchy [23]:

- Data,
- Information,
- Knowledge,
- Wisdom.

It concisely summarizes different types of resources that we can use for problem solving. The hierarchy represents increasing levels of complexity that require increasing levels of understanding [30]. The generations of the retrieval systems may be studied based on this hierarchy. For example, Yao suggests an evolution process of retrieval systems from data retrieval to knowledge retrieval, and from information retrieval to information retrieval support (a step towards knowledge retrieval) [29]. LaBrie argues the needs for a change from data and information retrieval to knowledge retrieval, and considers the problem of retrieving and searching for knowledge objects in advanced knowledge management systems [22].

In the data level, we use data retrieval systems to find relevant data and acquire knowledge. The problem to be solved is well structured, and the concept definitions are clear. Data mining could help us get interesting knowledge from a large volume of data stored in the database.

In the information level, we use information retrieval systems to acquire knowledge. The problem is semi-structured, and the concept definitions are not always clear. We retrieve the relevant information by keywords or their combinations and get the implicit knowledge from retrieved results. This is effective if the scale of the information collection is small. However keyword based matching and page ranking cannot satisfy users needs in the modern Internet age. On the one hand, retrieved results containing the keywords might be huge. Even through page ranking, the most relevant results can be of hundred pages, which will be very difficult for a user to explore one by one. On the other hand, results recommended by page rank might not satisfy various user needs. Some of the most relevant results to specific users might not be ranked in the front portion of the list.

In practical situations, we need to perform more tasks in addition to simple search. Taking scientific literature search as an example, most tasks are not searching for specific articles. We would want to find out which problems have been solved, which ones have no solutions, which fields have more audiences and which topics are promising. It will not be easy to extract such knowledge from increasing volume of information by using current information retrieval systems. This may stem from a discrepancy between knowledge representation methods in retrieval systems and human thoughts.

The storage methods of information in the Web, literature databases, digital libraries are documents, information flows, etc. They are not closely related to the ways that human organize knowledge. People need to find, learn, and reorganize retrieved results to extract and construct knowledge embedded in information.

Those problems cannot be solved satisfactorily in the information level. The task of finding knowledge from information and organizing it into the structures that human can use are the focus of knowledge retrieval systems. The process of retrieving information is changed to retrieving knowledge directly, and the retrieved results is changed from relevant documents to knowledge. Some of the hard problems in information retrieval may find their solutions in knowledge retrieval.

2.2 A Comparison of Retrieval Systems

Knowledge retrieval (KR) focuses on the knowledge level. We need to examine how to extract, represent, and use the knowledge in data and information [2]. Knowledge retrieval systems provide knowledge to users in a structured way. They are different from data retrieval systems and information retrieval systems in inference models, retrieval methods, result organization, etc. Table 1, extending van Rijsbergen’s comparison of the difference between data retrieval and information retrieval [27], summarizes the main characteristics of data retrieval, information retrieval, and knowledge retrieval [33].

The core of data retrieval and information retrieval are retrieval subsystems. Data retrieval gets results through Boolean match [1]. Information retrieval uses partial match and best match. Knowledge retrieval is also based on partial
Considering inference perspective, data retrieval uses deductive inference, and information retrieval uses inductive inference [27]. Considering the limitations from the assumptions of different logics, traditional logic systems (e.g., Horn subset of first order logic) cannot make efficient reasoning in a reasonable time [7]. Associative reasoning, analogical reasoning and the idea of unifying reasoning and search may be effective methods of reasoning at the web scale [4, 7].

From retrieval model perspective, knowledge retrieval systems focus on the semantics and knowledge organization. Data retrieval and information retrieval organize the data and documents by indexing, while knowledge retrieval organizes knowledge by connections among knowledge units and the knowledge structures.

### 3. A Conceptual Framework of KR Systems

#### 3.1 Challenges to Traditional KR Systems

The term “knowledge retrieval” is not new and has been used by many authors. Some authors considered knowledge retrieval as a process of information retrieval [34]. On the other hand, there are authors who investigated this topic in its own right. Frisch discussed knowledge retrieval based on a knowledge base (KB), and considered the entire retrieval process as a form of inference [8]. Oertel and Amir presented an approach to retrieve commonsense knowledge for autonomous decision making [18]. Martin and Eklund examined different metadata languages for knowledge representation (e.g., RDF, OML) and proposed to use general and intuitive knowledge representation languages, rather than XML-based languages to represent knowledge. They proposed methods which satisfy users requirement at different levels of details. Kame and Quintana proposed a concept graph based knowledge retrieval system [13]. In their system, sentences are converted into concept graphs. Chen and Hsiang presented a logical framework of knowledge retrieval by considering fuzziness in inference [5]. To some extent, the framework is restricted to information retrieval and question answering systems. Models and methods for text based knowledge retrieval have also been investigated [17, 26, 34].

In the web age, the traditional understanding of knowledge retrieval faces new challenges. New methodologies and techniques need to be explored.

1. Traditional knowledge representation methods are investigated in a small scale environment. How to represent knowledge in a large scale needs to be explored. Visualized structured knowledge may be one of the possible strategy.

2. Traditional knowledge retrieval concentrates on knowledge storage, which is unfortunately not from a human oriented perspective: how to provide and use knowledge in more convenient ways.

3. Inductive reasoning and deductive reasoning are applicable in data retrieval and small-scale information retrieval. Finding knowledge in the web context needs more effective reasoning methodologies.

4. Knowledge based systems usually provide knowledge in the form of text. A user needs to extract different views. In knowledge retrieval, knowledge should be examined from different perspectives.

5. Traditional knowledge based systems assume that the stored contents are all trustworthy, but in the web environment, this assumption is not always valid, as many knowledge are not reliable. Knowledge validation in the complex environment is a challenge.

6. To some extend, knowledge stored in many systems are static, but in the web environment, knowledge is dynam-
ically changing all the time. How to update knowledge in this environment is also a challenge.

3.2 A Typical KR System

Knowledge represented in a structured way is consistent with human thoughts and is easily understandable [20, 26]. Sometimes, users do not know exactly what they want or are lack of contextual awareness [28]. If knowledge can be provided visually in a structured way, it will be very useful for users to explore and refine the query [22].

Figure 1 shows a conceptual framework of a typical knowledge retrieval system. The main process can be described as follows:

1. **Knowledge Discovery**: Discovering knowledge from sources by data mining, machine learning, knowledge acquisition and other methods.

2. **Query Formulation**: Formulating queries from user needs by user inputs. The inputs can be in natural languages and artificial languages.

3. **Knowledge Selection**: Selecting the range of possible related knowledge based on user query and knowledge discovered from data/information sources.

4. **Knowledge Structure Construction**: Reasoning according to different views of knowledge, domain knowledge, user background, etc. in order to form knowledge structures. Domain knowledge can be provided by expert systems. User background and preference can be provided by user logs.

5. **Exploration and Search**: Exploring the knowledge structure to get general awareness and refine the search. Through understanding the relevant knowledge structures, users can search into details on what they are interested in to get the required knowledge.

6. **Knowledge Structure Reorganization**: Reorganizing knowledge structures if users need to explore other views of selected knowledge.

7. **Query Reformulation**: Reformulating the query if the constructed structures cannot satisfy user needs.

One of the key features of knowledge retrieval systems is that knowledge are visualized in a structured way so that users could get contextual awareness of related knowledge and make further retrieval. Main operations for exploration [12, 28] are browsing, zooming-in, and zooming-out. Browsing helps users to navigate. Zoom-out provides general understanding, while zoom-in presents detailed knowledge and its structure.

We need to point out that the full process contains two levels of feedback. One at a local level dealing with knowledge structure reorganization, and the other at a global level dealing with query reformulation. Users’ browsing and exploration history will be stored in user logs as background information for improving the personalized knowledge structures. Knowledge retrieval is a typical example of human-centered computing [11], and its evaluation is more related to personal judges, which makes a balance between computer automation and user intervention.

3.3 Knowledge Structures

The definition, representation, generation, exploration and retrieval of knowledge structures are the main issues in knowledge retrieval.

Concept is the basic unit of human thoughts. We can build knowledge based on concepts and the relations among
Knowledge structure is built based on hierarchical structures of concepts. In the context of granular computing, a knowledge unit can be considered as a granule. Drawing results from granular structure, knowledge structures can be examined at least at three levels [31]:
- internal structures of knowledge units,
- collective structures of a family of knowledge units,
- hierarchical structures of a web of knowledge units.

A unit of knowledge may be decomposed into a family of smaller units. Their decomposition and relationship represent the internal structures [15]. The collective structures of a family of knowledge units describe the relations of knowledge units in the same level. Different levels of knowledge units form a partial ordering. The hierarchical structures describe the integrated whole of a web of knowledge units from a very high level of abstraction to the very finest details.

Tree structure and concept graph are most commonly used methods for visualizing knowledge structures [14, 16, 26]. Semantic network is used for knowledge representation [20, 24]. Formal concept analysis can be used to generate concept graph [9].

Knowledge unit and knowledge association are the two elements of knowledge [34]. Knowledge unit is considered to be the basic unit of knowledge, and the complex knowledge structures are based on knowledge associations. Knowledge is organized in hierarchies.

Semantic tree is one of the mainly used methods for knowledge representation [20] and the visualized tree structures are convenient for understanding [20, 22]. A semantic tree represents a hierarchical structure [20]. Knowledge can be represented as many semantic trees according to different views and understandings [6, 14, 20]. The knowledge structures discovered and constructed by a knowledge retrieval system should be in multilevels and multiviews.

The discovery of hierarchical structures is to find similar or different features of knowledge and make partitions or coverings for it. Hierarchical clustering is a practical method for knowledge structure construction [25].

The sources of knowledge may have effects on the final knowledge structures. Selecting reliable knowledge from the web environment is one of the key issue for knowledge structure generation. For example, in literature exploration, top journals and conference proceedings may be more important and valuable than some web pages.

We should not generate knowledge structures just from contents stored in files or documents. Various views should be explored. Considering literature on the web, at least content view, structure view and usage view should be explored to generate the multiviews of knowledge structures [32].

When users know exactly what they want, a knowledge retrieval system should provide what they need in a more direct way. The retrieval results should be hierarchical. Coarser results provide general knowledge, while finer results provide detailed knowledge. Users can interact with the system to decide which level of results they want.

4. Theories and Technologies Supporting KR

It is generally believed that new ideas may be repackaging or reinterpretation of old ones [10]. As a new research field, knowledge retrieval can draw results from the following related theories and technologies:

- **Theory of Knowledge**: knowledge acquisition, knowledge organization, knowledge representation, knowledge validation, knowledge management.
- **Machine Learning and Knowledge Discovery**: preprocessing, classification, clustering, prediction, postprocessing, statistical learning theory.
- **Psychology**: cognitive psychology, cognitive informatics, concept formation and learning, decision making, human-computer interaction.
- **Logic and Inference**: propositional logic, predicate logic, attribute logic, universal logic, inductive inference, deductive inference, associative reasoning, analogical reasoning, approximate reasoning.
- **Information Technology**: information theory, information science, information retrieval, database systems, knowledge-based systems, rule-based systems, expert systems, decision support systems, intelligent agent technology.
- **Linguistics**: computational linguistics, natural language understanding, natural language processing.

Topics listed under each entry serve as examples and do not form a complete list.

5. Applications of KR

When scientists explore the literature, they search for the scientific facts and research results. The goal of a literature exploration support system is to provide those in a knowledgable way [32]. Knowledge structures provide a high level understanding of scientific literature and hints regarding what has been done and what needs to be done.

As a demonstration, we examined knowledge structures obtained from an analysis of papers of two rough sets related conferences [32]. Different views provide various unique understanding of the literature. By drawing results from web mining, one examines literature and provides relevant knowledge in multiple views and at multiple levels,
based on the contents, structures, and usages of the literature. The main knowledge structure is constructed based on proceedings indexes, document structures and domain knowledge. The knowledge structures not only provide a relation diagram of specified discipline, but also help researchers to find the contribution of each study and possible future research topics in rough sets [32].

Considering biomedical literature explorations, the relationship and connections of various genes and proteins related publications can be found based on the structure implicit in the genes and proteins. Current biomedical research is characterized by immense volume of data, accompanied by a tremendous increase in the number of gene and protein related publications. However, many interesting links that connect facts, assertions or hypotheses may be missed because these publications are generated by many authors working independently and the functions of many genes and proteins are separately described in the literature.

In order to build knowledge structures for biomedical knowledge retrieval, a large database of abstracts, a subset of PubMed database1 [19], will be used as our information search space. For example, each gene is mapped to a document roughly discussing the gene’s biological function. The literature database is then searched for documents similar to the gene’s document. The resulting set of documents typically discusses the gene’s function. Since each set corresponds to a gene, the similar document sets can be mapped back to their originating genes in order to establish functional relationships among these genes. The main knowledge structure is constructed based on: first, functional relationships among genes and proteins, on a genome-wide scale; second, the literature specifically relevant to the function of these genes and proteins; third, a short-term list characterizing the document set, which suggests why the genes and proteins are considered relevant to each other, and what their biological functions are.

It is clear that knowledge retrieval systems can greatly enhance our understanding of genetic processes for biomedical research. The associative organization is more closer to human intuition than conventional keyword match [21]. The visualized structures can provide medical doctors and researchers new ideas on medicine use and production.

6. Conclusion

The main contribution for this paper is to suggest knowledge retrieval as a new research field. A comparative study of different levels of retrieval systems is given based on the data-information-knowledge-wisdom hierarchy. The results suggest that different retrieval systems focus on different levels of retrieval problems. A framework of knowledge retrieval system has been proposed. A list of theories and technologies related to KR has been discussed. The applications of KR may show great impact on the future development of retrieval systems, digital libraries, and the Web.
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